
DATA SCIENCE
&

OUR WORK@ FUM 

Faezeh Ensan



12+ TBs
of tweet data 

every day

25+ TBs of
log data 

every day
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2+ 

billion
people 
on the 

Web by 
end 2011 

30 billion RFID 

tags today
(1.3B in 2005)

4.6 

billion
camera 

phones 
world 
wide

100s of 

millions 

of GPS 

enable

d devices 

sold 
annually

76 million smart 

meters in 2009…
200M by 2014 

Lots of Data is being Generated and Collected



Maximilien Brice, © CERN

CERN’s Large Hydron Collider (LHC) generates 15 PB a year 



The Earthscop

• Earthscope

• the world's largest 

science project. 

◦ To track North 

America's geological 

evolution

◦ records data over 3.8 

million square miles, 

amassing 67 terabytes 

of data. 

1. 



What To Do With These Data?

◦Aggregation and Statistics 

◦ Data warehousing and OLAP

◦ Indexing, Searching, and Querying

◦ Keyword based search 

◦ Semantic search

◦Knowledge discovery

◦ Data Mining

◦ Statistical Modeling



Data Science: Why?
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e.g.,

Google Flu Trends:

Detecting outbreaks

two weeks ahead

of CDC 

(Center for disease and prevention) 

data

New models are estimating

which cities are most at risk

for spread of the Ebola virus.



Data Science: Why?
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Data Science: Why?



Google 
Searches Could 
Predict Heroin 
Overdoses

• Relations: opioid-related 

keywords, metropolitan income 

inequality and total number of 

emergency room visits. 

• Findings: regional differences 

(graphic) in where and how 

people searched for such 

information and found that 

more overdoses were 

associated with a greater 

number of searches per 

keyword.

• The best-fitting model, 

explained about 72 percent

• Brown Sugar?



The most 
economically 
important 
application

The 

company reported 

fourth quarter 

earnings :

which revealed that it 

still makes 84 percent 

of its revenue from 

advertising, 

with 14.5 percent 

coming from the likes 

of its cloud unit and 

hardware, and 1.2 

percent coming from 

its so-called Other Bets, 

like its Fiber internet 

service and Nest 

smart-home products

https://abc.xyz/investor/pdf/2017Q4_alphabet_earnings_release.pdf


Our work at FUM

Semantic Recommendation, Semantic Search, 

and Social Networks



Semantic Recommendation

◦ TREC Competition:

◦ The TREC Contextual Suggestion Trac: a 
personalized point of interest (POI) 
recommendation task, related to a profile and a 
context.

◦ Data: 1,235,844 URLs. This crawl includes web pages 
from different domains like yelp, tripadvisor and 
foursquare. 

◦ Our approach: Category-based and semantic-
based models

◦ Ranked #4 in the competition

Ensan, et.al. A Context Based Recommender 
System through Collaborative Filtering and Word 
Embedding Techniques. In TREC 2016



Semantic Search [Language model]
◦ Documents and Queries: Sets of 

Entities

◦ Entity: Entries of Wikipedia



Results and Insight on 
Future Work

Hard vs. Soft Queries
MSc. Thesis

◦ Ensan, et.al . "Ad hoc retrieval via entity 
linking and semantic 
similarity." Knowledge and Information 
Systems (2018): DOI: 
https://doi.org/10.1007/s10115-018-
1190-1

◦ Ensan, et.al . Document retrieval model 
through semantic linking." Proceedings 
of the tenth ACM international 
conference on web search and data 
mining. ACM, 2017. (WSDM 2017)

https://doi.org/10.1007/s10115-018-1190-1


Semantic Search [Query Expansion] 



Results and Insight on Future Work

Entity VS Words for expansion?
MSc. Thesis

◦ Ensan, et.al " Relevance-based 

Entity Selection for Ad hoc 

Retrieval.“ Submitted and 

revision requested: Information 

Processing & Management -

Journal – Elsevier

◦ Ensan, et.al Query expansion 

using pseudo relevance 

feedback on wikipedia. J. Intell. 

Inf. Syst. 50(3): 455-478 (2018)



Semantic similarities by Embeddings

Finished MSc Thesis (Learning to rank with 
semantic features including embeddings)

◦ Ensan, et.al . Neural word and entity 

embeddings for ad hoc retrieval. Inf. 

Process. Manage. 54(4): 657-673(2018)

◦ Ensan, et.al . Impact of Document 

Representation on Neural Ad hoc 

Retrieval. CIKM 2018: 1635-1638

◦ Ensan, et.al . An Empirical Study of 

Embedding Features in Learning to 

Rank. CIKM 2017: 2059-2062



Semantics: Entity Extraction, 
Semantic Annotation, Indexing

◦ An Analysis of the Semantic Annotation Task on the Linked Data Cloud. CoRR

abs/1811.05549 (2018)

◦ The state of the art in semantic relatedness: a framework for comparison. Knowledge 

Eng. Review 32: e10 (2017)

◦ Semantic tagging and linking of software engineering social content. Autom. Softw. 

Eng. 23(2): 147-190 (2016)

◦ Efficient indexing for semantic search. Expert Syst. Appl. 73: 92-114 (2017)



Social Networks

Lots to Do!

◦ Mining Actionable Insights from Social Networks at 

WSDM 2017. WSDM 2017

◦ Foreword to the special issue on mining actionable 

insights from social networks. Inf. Syst.78: 162-

163 (2018)

https://dblp.org/db/conf/wsdm/wsdm2017.html#EnsanNB17
https://dblp.org/db/journals/is/is78.html#BagheriEKN18


Conclusion

◦ A lot of potentionals
◦ Recommenders, E-commerce,  Tourist

◦ Aparat, Dijikala, Takhfifan, Alibaba, ….

◦ Big data technologies:
◦ Cloud, Map-reduce Techniques, ..

◦ A Lot of Open Research Question

◦ “In my view, success for data science professionals relies on becoming trained and able 
data scientists with the ability to perform data processing and computation at a massive 
scale. To achieve this, professionals must invest time in ongoing education through 
institutions with multidisciplinary programs that include elements from engineering, 
mathematical sciences, and social sciences. Converting big data into meaningful 
information begins with skilled professionals who are educated in all disciplines to be both 
data scientists and statisticians.”

◦ ―Devavrat Shah, Professor at MIT’s Department of Electrical Engineering and Computer 
Science

https://www.linkedin.com/in/devavrat-shah-63b59a2/

