
Example 5 
 

Question: This is constraint class 

from abc import ABC, abstractmethod 

 

from CSP.Variable import Variable 

 

 

class Constraint(ABC): 

 

    def __init__(self, variables: list[Variable]): 

        self.variables = variables 

 

    @abstractmethod 

    def is_satisfied(self) -> bool: 

        return True 

 

 

Answer:  Thank you for providing the code for the `Constraint` class. It appears to be a basic skeleton for 

a constraint class in a Constraint Satisfaction Problem (CSP) framework. 

 

The code defines an abstract class `Constraint` that inherits from the `ABC` class (Abstract Base Class) 

from the `abc` module. It also imports the `Variable` class from the `CSP.Variable` module. 

 

The `Constraint` class has an initializer method `__init__` that takes a list of `Variable` objects as input 

and assigns them to the `self.variables` attribute. 

 

The class also defines an abstract method `is_satisfied` using the `abstractmethod` decorator. This 

method is meant to be overridden by concrete subclasses of the `Constraint` class to provide specific 

implementation details for checking whether the constraint is satisfied or not. In the current 

implementation, the `is_satisfied` method always returns `True`. 

 

Overall, this code provides a basic structure for creating concrete constraint classes by subclassing the 

`Constraint` class and implementing the `is_satisfied` method with domain-specific logic to check the 

satisfaction of the constraint. 

 

If you have any specific questions or need further assistance with this code, please let me know! 
 

 

Question: This is problem class: 

from abc import ABC, abstractmethod 

from typing import List 

 

from CSP.Constraint import Constraint 

from CSP.Variable import Variable 



 

 

class Problem(ABC): 

 

    def __init__(self, constraints: list[Constraint], variables: 

list[Variable], name=""): 

        self.constraints = constraints 

        self.variables = variables 

        self.name = name 

 

    def calculate_neighbors(self): 

        for variable in self.variables: 

            for constraint in self.constraints: 

                if variable in constraint.variables: 

                    for other_var in constraint.variables: 

                        if other_var is not variable: 

                            variable.neighbors.add(other_var) 

 

    def get_unassigned_variables(self) -> list[Variable]: 

        return [x for x in self.variables if not x.has_value] 

 

    def print_assignments(self): 

        for variable in self.variables: 

            print(f"{variable.name} is set to {variable.value}") 

 

    def get_neighbor_constraints(self, variable: Variable) -> 

List[Constraint]: 

        return [constraint for constraint in self.constraints if 

variable in constraint.variables] 

 

 

Answer: Thank you for providing the code for the `Problem` class. It represents a generic problem in a 
Constraint Satisfaction Problem (CSP) and provides methods for managing constraints, variables, and 
solving the problem. 
 
The code defines an abstract class `Problem` that inherits from the `ABC` class (Abstract Base Class) from 
the `abc` module. It also imports the `Constraint` and `Variable` classes from their respective modules. 
 
The `Problem` class has the following attributes and methods: 
 
- `constraints`: Represents a list of constraints in the problem. 
- `variables`: Represents a list of variables in the problem. 
- `name`: Represents the name of the problem (optional). 
 
The class has an initializer method `__init__` that takes the lists of constraints and variables as inputs, as 
well as an optional name. It assigns these values to the respective attributes. 
 
The `calculate_neighbors` method iterates over each variable and each constraint to determine the 
neighboring variables for each variable based on the constraints. It adds the neighboring variables to the 
`neighbors` set attribute of each variable. 



 
The `get_unassigned_variables` method returns a list of variables that do not have a value assigned 
(based on the `has_value` property). 
 
The `print_assignments` method prints the name and value of each variable in the problem. 
 
The `get_neighbor_constraints` method takes a variable as input and returns a list of constraints that 
involve the given variable. 
 
Overall, this code provides a basic structure for defining and managing problems in a CSP. It allows for 
initializing constraints and variables, calculating neighbors, retrieving unassigned variables, printing 
variable assignments, and retrieving neighbor constraints. 
 
If you have any specific questions or need further assistance with this code, please let me know! 
 
 

 

Question: This is the Solver class 

import time 

from collections import deque 

from typing import Optional 

 

from CSP.Problem import Problem 

from CSP.Variable import Variable 

 

 

class Solver: 

    def __init__(self, problem: Problem): 

        self.problem = problem 

 

    def is_finished(self) -> bool: 

        return all([x.is_satisfied() for x in 

self.problem.constraints]) and len( 

            self.problem.get_unassigned_variables()) == 0 

 

    def solve(self): 

        self.problem.calculate_neighbors() 

        start = time.time() 

        result = self.backtracking() 

        end = time.time() 

        time_elapsed = (end - start) * 1000 

        if result: 

            print(f'Solved after {time_elapsed} ms') 

        else: 

            print(f'Failed to solve after {time_elapsed} ms') 

 

    def backtracking(self): 

        if len(self.problem.get_unassigned_variables()) == 0: 

            return True 

 



        var = self.select_unassigned_variable() 

        for value in self.order_domain_values(var): 

            var.value = value 

            if self.is_consistent(var): 

                result = self.backtracking() 

                if result: 

                    return True 

 

        var.value = None 

 

        return False 

 

    def select_unassigned_variable(self) -> Optional[Variable]: 

        unassigned_variables = self.problem.get_unassigned_variables() 

        return unassigned_variables[0] if unassigned_variables else 

None 

 

    def order_domain_values(self, var: Variable): 

        return var.domain 

 

    def forward_check(self, var): 

        for neighbor in var.neighbors: 

            if not neighbor.has_value: 

                for other_var_candidate in neighbor.domain: 

                    neighbor.value = other_var_candidate 

                    if not self.is_consistent(neighbor): 

                        neighbor.domain.remove(other_var_candidate) 

                        if len(neighbor.domain) == 0: 

                            return False 

                    neighbor.value = None 

 

        return True 

 

    def is_consistent(self, var: Variable): 

        for constraint in self.problem.constraints: 

            if var in constraint.variables and not 

constraint.is_satisfied(): 

                return False 

        return True 

 

 

Answer: Thank you for providing the code for the `Solver` class. It represents a backtracking solver for 
Constraint Satisfaction Problems (CSP). Let's go through the code and understand its functionality: 
 
The `Solver` class has the following attributes and methods: 
 
- `problem`: Represents the CSP problem to be solved. 
 
The class has an initializer method `__init__` that takes a `Problem` object as input and assigns it to the 
`problem` attribute. 



 
The `is_finished` method checks if all constraints in the problem are satisfied and there are no 
unassigned variables remaining. 
 
The `solve` method is the entry point for solving the problem. It first calls the `calculate_neighbors` 
method of the problem, then measures the time taken to solve the problem using backtracking. The 
`backtracking` method is called to perform the backtracking search. Finally, it prints the time taken to 
solve the problem. 
 
The `backtracking` method implements the backtracking algorithm to find a solution for the CSP 
problem. It first checks if all variables are assigned, in which case it returns `True` to indicate a solution 
has been found. Otherwise, it selects an unassigned variable, iterates over its domain values, assigns a 
value to the variable, checks consistency with the constraints, and recursively calls `backtracking` for the 
next variable. If a solution is found during the recursion, it returns `True`. If no solution is found, it 
backtracks by resetting the variable's value and returns `False`. 
 
The `select_unassigned_variable` method selects an unassigned variable from the problem. 
 
The `order_domain_values` method returns the domain values of a variable in the order they appear in 
the domain. 
 
The `forward_check` method performs forward checking after assigning a value to a variable. It iterates 
over the neighboring variables and eliminates inconsistent values from their domains. 
 
The `is_consistent` method checks if a variable is consistent with all constraints by calling the 
`is_satisfied` method for each constraint involving the variable. 
 
Overall, this code provides a basic backtracking solver for CSP problems. It uses the backtracking 
algorithm to search for solutions, performs forward checking, and checks for consistency with the 
constraints. 
 
If you have any specific questions or need further assistance with this code, please let me know! 
 
 

Question: add MRV heuristic to the class Solver 

 

Answer: To add the Minimum Remaining Values (MRV) heuristic to the `Solver` class, you can modify the 
`select_unassigned_variable` method to select the unassigned variable with the fewest remaining values 
in its domain. Here's an updated version of the `Solver` class with the MRV heuristic: 
 
import time 
from collections import deque 
from typing import Optional 
 
from CSP.Problem import Problem 
from CSP.Variable import Variable 
 



 
class Solver: 
    def __init__(self, problem: Problem): 
        self.problem = problem 
 
    def is_finished(self) -> bool: 
        return all([x.is_satisfied() for x in self.problem.constraints]) and len( 
            self.problem.get_unassigned_variables()) == 0 
 
    def solve(self): 
        self.problem.calculate_neighbors() 
        start = time.time() 
        result = self.backtracking() 
        end = time.time() 
        time_elapsed = (end - start) * 1000 
        if result: 
            print(f'Solved after {time_elapsed} ms') 
        else: 
            print(f'Failed to solve after {time_elapsed} ms') 
 
    def backtracking(self): 
        if len(self.problem.get_unassigned_variables()) == 0: 
            return True 
 
        var = self.select_unassigned_variable() 
        for value in self.order_domain_values(var): 
            var.value = value 
            if self.is_consistent(var): 
                result = self.backtracking() 
                if result: 
                    return True 
 
        var.value = None 
 
        return False 
 
    def select_unassigned_variable(self) -> Optional[Variable]: 
        unassigned_variables = self.problem.get_unassigned_variables() 
        sorted_variables = sorted(unassigned_variables, key=lambda var: len(var.domain)) 
        return sorted_variables[0] if sorted_variables else None 
     
   def order_domain_values(self, var: Variable): 
        return var.domain 
 
    def forward_check(self, var): 
        for neighbor in var.neighbors: 
            if not neighbor.has_value: 
                for other_var_candidate in neighbor.domain: 



                    neighbor.value = other_var_candidate 
                    if not self.is_consistent(neighbor): 
                        neighbor.domain.remove(other_var_candidate) 
                        if len(neighbor.domain) == 0: 
                            return False 
                    neighbor.value = None 
 
        return True 
 
    def is_consistent(self, var: Variable): 
        for constraint in self.problem.constraints: 
            if var in constraint.variables and not constraint.is_satisfied(): 
                return False 
        return True 
``` 
 
In the updated code, the select_unassigned_variable method uses the sorted function to sort the 
unassigned_variables list based on the length of each variable's domain. The key parameter specifies the 
lambda function lambda var: len(var.domain) that returns the length of the domain for each variable. 
The resulting sorted list is then returned, with the variable with the smallest domain at the front of the 
list. 
 
By sorting the variables based on the size of their domains, the backtracking search will prioritize 
selecting variables with smaller domains, potentially improving the efficiency of constraint satisfaction 
problem solving. 
 
Please note that the code assumes the Variable and Problem classes are correctly defined and imported. 
 

Question: add LCV heuristic to the class Solver 

 

Answer: To add the Least Constraining Value (LCV) heuristic to the `Solver` class, you can modify the 
`order_domain_values` method to order the domain values of a variable based on the number of 
conflicts they create with other variables. Here's an updated version of the `Solver` class with the LCV 
heuristic: 
 
```python 
import time 
from collections import deque 
from typing import Optional 
 
from CSP.Problem import Problem 
from CSP.Variable import Variable 
 
 
class Solver: 
    def __init__(self, problem: Problem): 
        self.problem = problem 



 
    def is_finished(self) -> bool: 
        return all([x.is_satisfied() for x in self.problem.constraints]) and len( 
            self.problem.get_unassigned_variables()) == 0 
 
    def solve(self): 
        self.problem.calculate_neighbors() 
        start = time.time() 
        result = self.backtracking() 
        end = time.time() 
        time_elapsed = (end - start) * 1000 
        if result: 
            print(f'Solved after {time_elapsed} ms') 
        else: 
            print(f'Failed to solve after {time_elapsed} ms') 
 
    def backtracking(self): 
        if len(self.problem.get_unassigned_variables()) == 0: 
            return True 
 
        var = self.select_unassigned_variable() 
        for value in self.order_domain_values(var): 
            var.value = value 
            if self.is_consistent(var): 
                result = self.backtracking() 
                if result: 
                    return True 
 
        var.value = None 
 
        return False 
 
    def select_unassigned_variable(self) -> Optional[Variable]: 
        unassigned_variables = self.problem.get_unassigned_variables() 
        sorted_variables = sorted(unassigned_variables, key=lambda var: len(var.domain)) 
        return sorted_variables[0] if sorted_variables else None 
 
    def order_domain_values(self, var: Variable): 
        return sorted(var.domain, key=lambda value: self.count_conflicts(var, value)) 
 
    def count_conflicts(self, var: Variable, value): 
        conflicts = 0 
        var.value = value 
        for neighbor in var.neighbors: 
            if not neighbor.has_value: 
                for other_var_candidate in neighbor.domain: 
                    neighbor.value = other_var_candidate 
                    if not self.is_consistent(neighbor): 



                        conflicts += 1 
                    neighbor.value = None 
        var.value = None 
        return conflicts 
 
    def forward_check(self, var): 
        for neighbor in var.neighbors: 
            if not neighbor.has_value: 
                for other_var_candidate in neighbor.domain: 
                    neighbor.value = other_var_candidate 
                    if not self.is_consistent(neighbor): 
                        neighbor.domain.remove(other_var_candidate) 
                        if len(neighbor.domain) == 0: 
                            return False 
                    neighbor.value = None 
 
        return True 
 
    def is_consistent(self, var: Variable): 
        for constraint in self.problem.constraints: 
            if var in constraint.variables and not constraint.is_satisfied(): 
                return False 
        return True 
``` 
 
In the updated code, the `order_domain_values` method sorts the domain values of a variable based on 
the number of conflicts they create with other variables. The `count_conflicts` method is introduced, 
which temporarily assigns the value to the variable and counts the number of conflicts it causes with the 
neighboring variables. The `sorted` function is used to sort the domain values based on the count of 
conflicts, with the `key` parameter specifying the lambda function `lambda value: 
self.count_conflicts(var, value)`. 
 
By incorporating the LCV heuristic, the backtracking search will prioritize selecting the value for the 
variable that causes the fewest conflicts with the neighboring variables, potentially improving the 
efficiency of constraint satisfaction problem solving. 
 
Please note that the code assumes the `Variable` and `Problem` classes are correctly defined and 
imported. 


